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(i) Part - A should be answered in OMR sheet w thin first 45 mi

over i~ hall invigilator at the end of 45t Minyte Minuteg
(ii) Part - B and Part -

and OMR shegy .
C should be answered W bookle; should pe handed

Time: Three Hours

Max. Marks: 100
PART — A (20 x i =29 Marks

Answer ALL Questiong

The two major components of NLP are
(A) Natural language understanding

Natural language generation
(C) Natural language user

1.

(B) Natural language unit
Natural language generation

(D) Natural language understanding
Natural language generation Natura] language analysis
2. is an example of morpheme formed by cliticization.
(A) will (B) ‘1(1
{C) cought R “".; (D,)MQ— — —
oo 3. Which chaIaCtér is used for spec;vff the end of éentence in RE?
A » ®) ?
(C) = (D) $
. [ .. = 2
4. Tn which phase N-gram tiling is used in qr:f-‘s(t;;n stéﬁngr :Z:st:ilzg
(A) Question processing } (D) Passage retrieval
(C) Query formulation ;
5. is a function word. ;'( ®) Noun
(A) Work (D) Delhi
©) Of
i . * istical modeling
. CRF is base on _ ) Statistical m
° (A) Veutor model f> g[l) Deterministic model
(C) Scalar model

7 The small tagset is used in text mining 7 §f,ft’;hg§s;ard COTpUS
" (A) Brown copuS L@
Treeb —
(C) PenTree ,

c n for the verb. n
and §VOU specify 1 ——=@). St g
g. SV, SVOand' @]  eNEMIISITINE
A) Generalized SOSRC LI L S Land
' %é; Prioir probability SRR R | ' R

U pemsiofd -
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.
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15 U}B Iraction of retrieved documents that are relevant
(A) Sensitivity

(B) Precision
(C) Recall (D) Fscore
Term document matrix
(A) Finding
documents
(C) Finding TF-IDF

is used for )
similarity between (B) Finding pos in document

(D) Finding summarization of documen ts
Principal component

mp analysis woy:

(A) Quantitative multiva};iatew01 e on (E;iatE: d

(©) Qualitative data (D) Dl'n?tarl d&ltta
igital data

LSA is Hmif.ed to problem.

(A) Sematic

(C) Syntax ) Atovnion

(D) Allocation

technique is used for finding the topic of the document.
(A) Principal component analysis (B) Linear discriminant analysis
(C) Latent dirichlet allocation (D) Generalized discriminant analysis

algorithm merges and splits nodes to help modify nonoptimal partitions.
(A) Agglomerative clustering (BR) Expectation maximization
(C) Conceptual clustering (D) k-mean clustering

EM algorithm finds
(A) Probability (B) Maximum likelihood
) T1r - (D) IDF

Document classification is based on
(A) Machine learning

(B) Deterministic approach
(C) Probabilistic approach

(D) Statistical approach

Which of the following will be Euclidean distance between two points A(1,3) and B(2,3)
@) 1 ®) 2
) 4 D) 8
clustering technique stats with all records in one cluster and then try to split that into
small pieves.
(A) Agglomerative (B) Divisive
(C) Partition (D) Numeric

The threshold function is replaced by continugus functions called functions.
(A) Activation (B) Deactivation :

(C) Dynamic | (D) Standard
With Bayes theory the probability of hypOthf(Bgl)'S I-ksgocr(:cli?:gng gg;)a ibsi l!i‘_;f”cned to
A) A priori probability sl b,
EC)) Agostcrior probability . (D) Bidirectio ‘P _ ty
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PART - B (x4 "--‘20 M“"ks)
Answer ANY FIVE Questiopg
21D

Chne ambipuin in natural anguage provessing, lixammc

| ‘ . - 18uity With €Xanyp
T What e the two pes ot Kleen operator in re Rulay “XDressions Exp|
O Explaiy Wit) ¢
CXamp]
I3 the contet al‘m;nlwm:uicnll_\ Mmodeling a System,

une an SNXample,

2 Wette sho HOle on feature Wentification and fa

=Y Consider the follow ng, data; that consist in the fy

Reterence document 1: “Some tigers liverj
Reterence Jdocument 2

"()Wing thr

¢e dog
n the Z0o” um

ent
<0tGreen is a color
Reterence document 3: “Go o New York City»

The new document contains the word “ors i

Apph document classification algorit

20, What ape the

different types of clustering?

=+ Write short note op neural network.

PART-C(5x12= 60 Marks)
Answer ALL Questiong

=8 4. Using dynamic Programmmng find the minjmim ect &iétﬁmé' ot
the algorithm to explain individual operation
String 1: piece (target)
String 2: peace (source)
OR) | -~ lenges.
b. Explain the process of question answering syspm in detail with the challeng
. in with example. (8 Marks)
29. ai. Draw the graphical mode] for CRF based textfodeling, explain with examp
(4 Marks)
1i. What are the advantages of CRF over HMM?

(OR)
b. Consider the following sentences

() Rama Killer Ravana
(ii) Ravana was the king of Srilanka -
(iii)  Srilanka is a beautifu] place : e - _
(iv)  Ramu crosses the sea to reach Islang un, verb, adverb,. adjectives, propositions,”
(1) Pos tag the sentences with states "a wn)

adverb, conjunctions, det, pronoun, uny as observations
(2) Build A,B matrices of HMM with tokd .

o retrieval process?

and pos tags as states. )
‘ (4 Marks)
30. a.i. How to measure the effectiveness of informatP

IORESII IR
Pngelurq_ ‘. e e
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ii. ‘.:\ \l‘f MEMAY oL
‘ ln ‘\l(k ‘\\“(\” llll(| Jesg “ll “]l"j‘ Lijae ypiils) 4 f

(i)

b. Explain in dey o e
i ')lh;_:);":" B8 B L5 AR S e % Rl o

ail, how (g e

-~ - .
] .8 . SRR « M Wt
L a. Explain in detail aboyg CXPECIation-muyimization z s~ o i £z -

- ‘ (OR)
b. Consider the following set of sentenees

“1 ea’ fish and vegetables”

ﬁih are pets”

“My Kitten eats fish” »
Apply LDA techniques to discover the topics in the given docomamt. - 75 25 == -

32.a. Explain in detail about support vectoss machine classification zlgorrSs == SHEIDE

(CR)
b. Consider the given data points
A (2,10) Az (2,5) Az (8,4)
B1 (5,8 B2 (7,5) B3 (6,4)
C2(4,9 y . ) - sach
Th c(ljllsgrﬁl functiorf gs E)uclidean distance initially assign Ai, B and Ci as center as &x
e

% ok k%

L s P

EMW;MM;;&., IRSERTN.

L=l o wA TN
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